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1.  INTRODUCTION

Movement is a fundamental aspect of animal life,
involved in migration, foraging, predator avoidance,
dispersal, and mating (Greenwood 1980, Alerstam et
al. 2003, Fahrig 2007, Holyoak et al. 2008). Optimal
movement patterns should balance such processes
with the energetic costs of locomotion, which vary
among taxa, environments, and modes of transport
(Tucker 1970, Dickinson et al. 2000, Nathan et al.

2008). Habitat heterogeneity in both time and space
complicates movement decisions because physical
features, such as topography, substrate or medium,
and climate may affect the energetic costs of travers-
ing the environment (Crête & Larivière 2003, Wilson
et al. 2012, Shepard et al. 2013). Additionally, naviga-
tion may be confounded in variable environments if
species evolved space use patterns based on pre-
dictable conditions (Amstrup et al. 2000, Fryxell et al.
2005, Mueller & Fagan 2008). It has been suggested
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that animal memory and learning may decrease ener-
getic costs associated with exploratory movements,
which may be necessary in highly variable environ-
ments where memory is confounded by a changing
landscape (Sih & Del Giudice 2012, Fagan et al. 2013).
Ultimately, environmental variability may be linked
to lower survival and decreased times to extinction
(Lande 1998, Inchausti & Halley 2003, Lande et al.
2003), but the exact mechanisms and severity are
likely specific to the study system and species.

Animals that live in moving habitats face chal-
lenges associated with traversing their environment,
as movement with or against the medium may be
necessary, and therefore the velocity of the medium
directly affects energy expenditure (Wikelski et al.
2006, Chapman et al. 2011, Shepard et al. 2013).
However, there are also potential benefits in moving
habitats: individuals may move with the habitat if it is
directed towards preferred areas or they may use
oppositional movement to cover more area and in -
crease foraging opportunities (Auger-Méthé et al.
2016). Despite these benefits, counter-flow movement
is often necessary for station-keeping (i.e. movement
to remain within a home range or preferred habitat),
migration, or other directional movement, and this
may have energetic consequences (Mauritzen et al.
2003, Wikelski et al. 2006, Chapman et al. 2010,
Auger-Méthé et al. 2016). There are 3 main moving
environmental mediums: wind for volant animals
(Wikelski et al. 2006, Chapman et al. 2010, Shepard et
al. 2013), water currents for many aquatic species
(Trump & Leggett 1980, Forward et al. 2003), and ice
drift for pagophilic (‘ice-loving’) species (Ribic et al.
1991, Mauritzen et al. 2003, Nicol 2006). Therefore,
animals must contend with the fluid’s flow while fly-
ing or swimming (Chapman et al. 2011, Wilson et al.
2012, McLaren et al. 2014), while drifting sea ice acts
as a moving platform that animals may walk against
(Mauritzen et al. 2003). For all moving habitats, both
the speed and direction of the environmental
medium may affect energy expenditure.

Given the importance of sea ice drift speeds for
pagophilic species’ movement costs, understanding
long-term ice dynamics can help in the assessment of
the effects of environmental change. Ocean currents
and winds cause sea ice drift, and drift speeds in
much of the Arctic Basin are increasing due to cli-
mate change (Thorndike & Colony 1982, Rampal et
al. 2009, Spreen et al. 2011, Kwok et al. 2013). Al -
though increased ice speeds are linked to changes in
wind forcing and major climate indices (e.g. Arctic
Oscillation), ice characteristics, such as ice cover,
compactness, and thickness have more pronounced

effects on ice drift speeds (Hakkinen et al. 2008,
Rampal et al. 2009, Spreen et al. 2011, Kwok et al.
2013). As ice thins, it is more likely to fracture into
smaller, more labile ice floes, and this is exacerbated
by ice melt, ice export, and decreased albedo associ-
ated with more open water (Rampal et al. 2009,
Spreen et al. 2011). Changes in ice drift may present
challenges for pagophilic species if counter-ice move -
ment results in extra energy expenditure.

Polar bears Ursus maritimus evolved a life history
dependent on sea ice (DeMaster & Stirling 1981). Al -
though polar bears are a K-selected species and may
be resilient to short-term perturbations (Derocher et
al. 2004), they have specialized prey se lection (Thie-
mann et al. 2011), migration (Mauritzen et al. 2001,
Cherry et al. 2013), and denning (Richardson et al.
2005, Escajeda et al. 2018) behaviours, which make
them less likely to withstand long-lasting environ-
mental changes, particularly if these changes occur
rapidly (Laidre et al. 2008, Derocher et al. 2013).
Polar bears have high energetic costs due to high
movement rates (Parks et al. 2006, Cherry et al.
2013), large home ranges (Mauritzen et al. 2001,
McCall et al. 2015, Auger-Méthé et al. 2016), and
high metabolic rates (Hurst et al. 1982, Pagano et al.
2018). In several High Arctic subpopulations, polar
bears move against sea ice drift, which increases
their realized home range size and may increase
energetic loads due to increases in sea ice speeds
(Mauritzen et al. 2003, Auger-Méthé et al. 2016,
Durner et al. 2017). Durner et al. (2017) estimated
that recent increases in counter-ice movement by
polar bears in the Beaufort Sea and Chukchi Sea led
to a 1.8−3.6% increase in energy expenditure
between 1987−1998 and 1999−2013. To meet this
demand, polar bears would need to consume an
additional 1−3 seals yr−1, a 2.0−6.1% in crease in their
foraging rate (Durner et al. 2017). Therefore, the
amount of energy a bear uses for movement may not
be reflected in the absolute displacement from
telemetry data, and the energetic balance of these
bears may be affected by changes in the lability of
sea ice. However, ice drift may not always result in
increased energetic demands, and its effects are
likely specific to the system and the behavioural
response to ice movement.

Hudson Bay (HB) is a seasonal system with no
multi-year ice, and undergoes a complete cycle of ice
formation and melt (Danielson 1971, Saucier et al.
2004). The Western Hudson Bay (WH) polar bear sub-
population migrates onto the sea ice in autumn−
winter and returns to shore for the summer (Cherry et
al. 2013). WH polar bears use the seasonal sea ice to
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acquire enough energy reserves during the on-ice
period to last them through the on-land period, when
they rely predominantly on their fat stores for energy
(Ramsay & Hobson 1991, Hobson & Stirling 1997). In-
creased ice-free periods combined with shorter forag-
ing times (Parkinson 2014, Stern & Laidre 2016) have
altered the energy balance of the bears and lowered
both survival and reproductive output (Stirling et al.
1999, Regehr et al. 2007). The WH polar bear subpop-
ulation has declined by ap proxi mately 30% since the
mid-1990s, which is linked to sea ice loss (Regehr et
al. 2007, Lunn et al. 2016). Trends in ice speed and ef-
fects of ice drift on polar bear movement have been
studied in higher latitude subpopulations (Mauritzen
et al. 2003, Auger-Méthé et al. 2016, Durner et al.
2017), but have yet to be analyzed for the WH sub-
population where sea ice dynamics are different.
Given that HB is a seasonal, largely enclosed system,
it is unclear if trends in ice drift mirror other High
Arctic areas where trends in drift are primarily driven
by loss of multi-year ice (Spreen et al. 2011, Kwok
2018). While there is no perennial ice in HB, changes
in ice concentration and fragmentation (Sahanatien &
Derocher 2012), wind patterns (Steiner et al. 2015),
and the timing of freeze-up and break-up (Parkinson
2014, Kowal et al. 2017) may cause long-term or sea-
sonal changes in ice drift speeds. HB is a shallow, en-
closed system, and station-keeping may be less
prominent. Therefore, it is unknown whether WH po-
lar bears interact with, and respond to, changes in the
abiotic structure of their habitat in the same manner
as High Arctic subpopulations.

The first objective of our study was
to examine spatiotemporal patterns of
ice drift across HB. Using ice drift data
from 1987−2015, we examined ice drift
speed at 2 temporal scales (across
years and within years) and spatially
as a function of the distance to coast.
As habitat predictability may affect
how polar bears make movement deci-
sions, we also examined long-term
temporal trends in ice speed variabil-
ity. The energetic consequences of ice
drift are dependent on the behavioural
response to drift conditions; therefore,
our second objective was to examine
the effects of ice drift on polar bear
movement. We quantified ice drift at
locations of satellite-collared polar
bears (2004−2015) and compared the
directionality and speed of polar bear
movement and ice drift vectors. We

also examined how ice speed and direction affected
polar bear movement rates (used as a proxy for
energy expenditure). We explored monthly and an -
nual temporal scales, as bears may not actively com-
pensate for drift immediately at the scale of GPS relo-
cations, and effects may be cumulative throughout
the season. We also examined inter-individual vari-
ability in the exposure and response to ice drift,
which has yet to be examined in any polar bear
 subpopulation.

2.  MATERIALS AND METHODS

2.1.  Study area and data acquisition

HB, Canada (Fig. 1), is a large, shallow inland sea
with a mean depth of 150 m that is ice-covered in
winter and ice-free in summer (Danielson 1971). Ice
drift circulation is predominantly counter-clockwise,
but also responds to wind-forcing, particularly when
the ice is thin (Saucier et al. 2004). Freeze-up occurs
in November−December, reaching maximum ice
concentration in January−February, while break-up
typically begins in May, and the Bay is ice-free by
August (Danielson 1971, Saucier et al. 2004).

We acquired daily gridded ice drift data (Polar
Pathfinder Daily 25 km EASE-Grid Sea Ice Motion
Vectors) from 1987−2015 from the National Snow and
Ice Data Center (NSIDC), which was processed into
netCDF format by the Integrated Climate Data
Centre (Tschudi et al. 2016) and analyzed in R v.3.5.1
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(R Core Team 2018; used for all subsequent analyses).
The data comes as a 25 × 25 km Equal-Area Scalable
Earth (EASE) grid of horizontal and vertical move-
ment, and speed fields of ice drift. We projected the
gridded ice drift into UTM (NAD83 Teranet Ontario
Lambert, EPSG: 5321) for analysis. We de fined a
‘year’ as the 9 consecutive months from November−
July (e.g. ‘1987’ denotes November 1987 to July 1988).
Although ice concentration can be low in  November
and July, polar bears in WH leave shore at only 10%
ice concentration and return when it reaches approx-
imately 30% in break-up (Cherry et al. 2013). There-
fore, these 9 mo represent the period in which bears
are most likely to be on the sea ice. We also assigned
each gridded ice point a unique identification number
(gridID) and removed estimates over open water (see
Fig. S1 in the Supplement at www. int-res. com/ articles/
suppl/  m641 p227_ supp.pdf).

Adult female polar bears (≥5 yr old) accompanied by
offspring were captured in WH in August−September
2004−2015 using standard protocols (Stirling et al.
1989). They were assigned unique identification
numbers (bearID) and fitted with satellite-linked
(CLS Argos) global positioning system (GPS) collars
with a timed-release mechanism (Telonics). Collars
provided locations every 4 h for 2 yr, after which the
collars dropped or were removed. Before analysis,
we excluded telemetry locations on land, those with-
out a corresponding daily ice drift estimate, and
those locations from collars that were determined to
be drifting with sea ice (i.e. from dropped collars or
mortality). We rarefied telemetry GPS locations to a
24 h resolution to match the ice drift data. Starting with
the first GPS fix, we first removed any fixes <24 h
apart from that fix. Next, we calculated the speed
and bearing between consecutive fixes and removed
any fixes >24 h from prior fix. This procedure re -
sulted in estimates of drift and bearing at 24 h inter-
vals, with no overlap, and which were not standard-
ized to any particular time of day. Capture and
handling protocols were reviewed and approved by
the University of Alberta Animal Care and Use Com-
mittee for Biosciences and the Environment and Cli-
mate Change Canada Prairie and Northern Region
Animal Care Committee and were consistent with
the Canadian Council on Animal Care.

2.2.  Spatial and temporal trends in ice drift

Due to spatial correlation of the ice drift data, we in-
creased the independence of the gridded estimates
by removing highly autocorrelated points before sta-

tistical analyses. To determine the scale of autocorre-
lation, we calculated Moran’s I coefficient using the R
package ‘pgirmess’ (Giraudoux 2018). Moran’s test
evaluates spatial autocorrelation by examining spatial
clustering at different distance classes (I = 1 represents
perfect clustering/  correlation; I = 0 represents random-
ness; and I = −1 represents perfect dispersion) (Moran
1950). We calculated Moran’s I on a subset of 100 ran-
domly sampled days of ice drift in HB. We averaged
the I coefficients from the 100 d to find the mean min-
imum distance between grid points at which I < 0.6,
above which we considered a strong correlation. We
determined the distance between grid points should
be 150 km to reduce spatial autocorrelation and we
rarefied to this resolution. This rarefication was a ran-
dom process by which we randomly selected a grid
point and removed all points within 150 km. We re-
peated this process on the remaining grid points until
there were no grid points left to sample. As this is a
random process, the first iteration may be overly con-
servative and remove more points than necessary. To
maximize the amount of grid points used in our analy-
ses, we used 10 000 iterations of the rarefication pro-
cess and selected the rarefied data set with the most
remaining grid points (Fig. S2). This process is ex-
plained in more detail in the section 'Gridded ice drift
rarefication' in the Supplement. We used this rarefied
data set to conduct all analyses of spatial and temporal
trends in ice drift across HB.

We assessed spatial and temporal trends in ice drift
speeds using generalized linear mixed effect models
(GLMMs). Drift speeds can only be positive values
and consequently are right-skewed. Using GLMMs
enabled us to examine a non-normally distributed re -
sponse variable with corresponding non-normal error
structures. Our telemetry and satellite data are inher-
ently autocorrelated due to repeat sampling (by collar
or grid cell). Incorporating gridID in the GLMMs con-
trols for the effect of repeat sampling and decreases
the probability of a Type I error. For the modelling
procedure, we first visually inspected the response
data to identify possible error distributions, then used
Akaike’s information criterion to identify the most ap-
propriate distribution (determined to be a gamma dis-
tribution with a log link function) for modelling ice
drift speeds (Table S1). Next, we fitted GLMMs with
the R package ‘lme4’ (Bates et al. 2015) to assess long-
term temporal and spatial trends in ice drift speeds
from 1987−2015. We fitted separate models for each
month because as sessing an overall trend (pooling
months) has the risk of masking any trends within
months, and increasing ice drift has potentially differ-
ent consequences be tween months (i.e. it may be more
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important during periods of highly directional polar
bear movement). We included year and distance to
coast as fixed effects, with gridID as a random effect,
and set significance to a Bonferroni-corrected α =
0.006 to account for multiple tests (one test for each of
9 mo) (Holm 1979). We also assessed a seasonal trend
across months with a single GLMM with month as a
fixed ef fect and gridID and year as random effects
(α = 0.05). For all models, we calculated the marginal
pseudo-R2 of the fixed effects with the R package
‘piecewiseSEM’ (Lefcheck 2016), and calculated the
intra-class correlation as a measure of repeatability
(R) of random effects (Nakagawa et al. 2017). R is a
measure of the variation explained by repeatable dif-
ferences between the random effect levels with multi-
ple observations. Lastly, we calculated the coefficient
of variation (CV) for each month and each year. We
fitted a linear regression model to test for a trend in CV
over time (years) withα= 0.05. For all preceding analy-
ses, we analyzed ice drift over the entire HB, which as-
sumes that this was repre sen ta tive of the habitat used
by WH bears. To test this assumption, we conducted all
GLMMs and CV analyses on ice drift within the 100%
minimum convex poly gon (MCP) of the polar bear
telemetry data (R package ‘adehabitatHR’; Calenge
2006) to compare to full HB results.

2.3.  Polar bear movement data

We estimated the amount of drift polar bears were
exposed to by calculating an ice drift velocity for each
polar bear location. We used Shepherd’s method of in-
verse distance weighting with a weighting of 3 (‘idw’
function of the R package ‘gstat’) to spatially interpo-
late ice drift estimates to GPS location coordinates
(Pebesma 2004, Auger-Méthé et al. 2016), which we
then temporally interpolated to match the time of the
GPS location (Dodge et al. 2013). Ice drift estimates
represent the mean displacement between consecu-
tive days: for locations before 12:00 h (UTC) we used
ice drift estimates from the same day and the previous
day, and for locations after 12:00 h we used same day
and next day ice drift estimates. We interpolated ice
drift from the entire NSIDC data set (i.e. not the rar-
efied data set de scribed in the previous section). Due
to ice drift, the distance between GPS locations is a
combination of both ice and bear movement, and is
therefore an indirect measure of how much bears ac-
tually moved (i.e. bear movements counter to ice drift
are underestimated and bear movements with ice
drift are overestimated by GPS displacement). There-
fore, we differentiated ice drift-corrected bear move-

ments (hereafter ‘bear movement’) and the observed
GPS displacement. We calculated bear movements by
subtracting northings and eastings of ice drift esti-
mates from those of GPS locations (Mauritzen et al.
2003, Auger-Méthé et al. 2016, Durner et al. 2017).
We excluded bear movement steps within the top
2.5% of the data (>50 km d−1) as we considered these
to be unrealistic. Directionality of polar bear movement
was calculated as the clockwise angle relative to north,
following θb,t = atan2(Δx, Δy) where atan2 refers to a 2
argument arctangent,Δx andΔy are the changes in the
longitude (x) and latitude (y) between GPS location t +
1 and t, where t is the GPS fix for which bearing is
being calculated. Directionality of ice drift was
similarly calculated following θi,t = atan2(ut ,vt) where
ut and vt are the horizontal and vertical components of
sea ice drift at GPS fix t, respectively. Mean monthly
directions of bear movement and sea ice drift were
calculated as the monthly mean of θb,t and θi,t, respec-
tively. We then calculated angular concentration, κ, as
a metric of the tortuosity of mean movement direction
following κ = 1mean(sinθt)2 + mean(cosθt)2, where θt is
either θb,t for bear movement or θi,t for ice drift. Values
of κ range from 0−1, with higher numbers indicating
higher directionality/concentration and lower disper-
sion (Bovet & Benhamou 1988, Estevez & Christman
2006). We tested the significance of angle directions
using a Ray leigh’s test (R package ‘CircStats’; Lund &
Agostinelli 2001), with a Bonferroni-corrected α= 0.006.

2.4.  Energetic consequences of sea ice drift

To assess how ice drift velocity affects polar bear
energy expenditure in each month, we used a series
of GLMMs. As a proxy for energy expenditure, we
used bear speed (S, km d−1) as the response variable.
The effects of ice drift on energetic expenditure
depend on both the speed and direction of drift rela-
tive to bear motion. We therefore modelled S as a
function of drift speed (km d−1), the component of
‘bear orientation’ along the same axis of drift (here-
after, angular co-directionality, Cθ), as well as an
interaction term between them. Angular co-direc-
tionality was calculated following:

Cθ,t = cos[atan2 (Δx × vt – Δy × ut, Δx × ut + Δy × vt)]   (1)

Values of angular co-directionality range from −1 to 1;
−1 indicating counter-ice movement (i.e. 180° rela-
tive to the direction of ice drift) and 1 indicating
movement in the same direction as ice drift (i.e. 0°).
Finally, we included bearID as a random effect to
account for inter-individual variation. We used a
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gamma error distribution following pre-model proto-
cols described in Section 2.2 and Table S2. Signifi-
cance threshold was set to a Bonferroni-corrected α =
0.006 for 9 tests.

2.5.  Inter-individual and inter-annual variation

The above analysis explored an immediate behav-
ioural response (i.e. at each step), but effects of ice
drift may be cumulative throughout the season
and thus not reflected in short-term movements. To
address this point, we summed the ice drift exposure
and total movement with or counter to ice drift
for bears with  ≥5 locations mo−1 from December−May

(November, June, and July were excluded due to low
sample sizes). We limited our analysis to bears with
≥5 locations mo−1 because we needed representative
samples to reduce temporal bias in the yearly sum.
For each bear, we calculated the total seasonal ice
drift speed across the 6 mo and the total annual com-
ponent of ‘bear velocity’ along the same axis of drift
(hereafter, total vector co-directionality, Cv). We cal-
culated vector co-directionality following:

                                     (2)

where j is a bear step, nm is the total number of steps
in month m, Sj is the bear speed for step j, and dm is
the number of days in month m. Values of Cv increase

as mean bear angle to ice drift direc-
tion approach 0° and as mean bear
speeds increase. Conversely, nega-
tive Cv values increase in magnitude
as mean bear speeds increase and
mean relative angle to drift ap -
proaches 180°.

3.  RESULTS

3.1.  Spatiotemporal patterns in
sea ice drift

Monthly mean (±SD) ice drift
speeds ranged from 3.3 ± 1.8 km d−1

(July) to 5.0 ± 2.5 km d−1 (Novem-
ber), and CVs ranged from 51.3%
(November) to 71.2% (January and
February; Table 1). The GLMMs for
January− April revealed a significant
decrease in ice drift speed in HB
from 1987−2015, but the remaining
months showed no significant trend
(Table 1). Annual CV of ice drift
ranged from 51.7% (in 1987) to
86.4% (in 2002), and significantly
increased from 1987−2015 (R2 = 0.18,
df = 27, p = 0.01; Fig. 2). The intra-
annual GLMM revealed a signifi-
cant negative trend in ice drift speed
from November to July (R2 = 0.02, p
< 0.001). Spatially, ice drift was sig-
nificantly faster farther from the
coast in all months except Novem-
ber, in which there was no signifi-
cant trend (Table 1, Fig. 3). All re -
sults for the entire HB (Table 1,
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Month Ice drift speed                    Coefficient                     R2          R
                  Mean ± SD     CV       Intercept   Year      Distance 
                     (km d−1)         %                                      to coast (km)

November     5.0 ± 2.5    51.3            1.60     −0.02           0.03        0.004    0.11
December      4.6 ± 2.9    62.3            1.51     −0.005         0.11***     0.03      0.14
January         4.3 ± 3.1    71.2            1.44     −0.03***     0.16***     0.04      0.21
February       3.9 ± 2.8    71.2            1.35     −0.06***     0.15***     0.04      0.22
March            3.9 ± 2.7    68.7            1.35     −0.08***     0.14***     0.05      0.18
April              4.0 ± 2.6    65.8            1.36     −0.02***     0.12***     0.03      0.16
May               3.9 ± 2.2    57.0            1.36     −0.007         0.08***     0.02      0.11
June               3.5 ± 1.9    52.5            1.26     −0.009         0.07***     0.01      0.12
July                3.3 ± 1.8    56.5            1.17     −0.01           0.08***     0.02      0.12

Table 1. Mean ice drift (km d−1) and coefficients of variation (CV) by month from
1987−2015 and results from generalized linear mixed effect models with ice drift
speed as the response variable. R2: marginal pseudo-R2 of the fixed effects; R: 

repeatability of the random effect (gridID). ***p < 0.001
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Polar Pathfinder 25 km EASE-Grid Sea Ice Motion Vectors (Tschudi et al 2016).
Line shows the significant trend of increasing CV across years (R2 = 0.18, df = 27, 
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Fig. 2) were similar to those of the 100% MCP, except
for no significant trend over time in January and
April (Table S3, Fig. S3).

3.2.  Directionality and speed of bear and 
ice movements

Collars were deployed on 101 adult females from
2004−2015. In total, 9 bears were collared twice, in 2
separate years, while the remaining bears (n = 92)
were collared once. After rarefying the data to a 24 h
resolution, we analyzed 10 009 daily GPS locations.
Bears were exposed to monthly mean ice drift ranging
from 2.8 ± 1.7 km d−1 in July to 4.6 ± 2.9 km d−1 in
 December (Table 2), with an overall mean of 3.9 ±
2.4 km d−1. Mean GPS displacement was 17.4 ±
11.3 km d−1 and ranged from 13.3 ± 9.2 km d−1 (July)
to 23.1 ± 12.5 km d−1 (December). Mean polar bear
movement was 16.5 ± 10.8 km d−1 and ranged from

12.6 ± 8.8 km d−1 in July to 21.9 ± 12.3 km d−1 in
 November (Table 2). Mean GPS displacement was
higher than mean bear movement rates in all months,
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Fig. 3. Mean sea ice drift derived from Polar Pathfinder Daily 25 km EASE-Grid Sea Ice Motion Vectors (Tschudi et al 2016) in
Hudson Bay, Canada, 1987−2015. Mean estimates only included coordinates where ice drift estimates were available (speed > 0) 

for more than 50% of the days examined

Month Mean speed ± 1 SD (km d−1)                n
                          Ice               GPS               Bear

November    4.2 ± 1.8     22.4 ± 113.5    21.9 ± 12.3   521
December    4.6 ± 3.0     23.1 ± 12.5      21.3 ± 11.8   1527
January        4.3 ± 2.6     17.9 ± 11.4      16.6 ± 11.0   1452
February      3.8 ± 2.6     14.0 ± 10.3      13.2 ± 9.9     1324
March           3.5 ± 2.2     16.2 ± 10.6      15.4 ± 10.4   1497
April             3.7 ± 2.3     15.9 ± 9.8        15.1 ± 9.6     1441
May              3.5 ± 2.0     16.4 ± 9.6        16.0 ± 9.5     1212
June             3.0 ± 1.7     16.1 ± 10.1      15.4 ± 9.7     906
July               2.8 ± 1.7     13.3 ± 9.2        12.6 ± 8.8     149

Table 2. Mean (km d−1) ice drift at polar bear locations, GPS
displacement, and ice-corrected polar bear movements in
November−July. Ice drift from Polar Pathfinder Daily 25 km
EASE-Grid Sea Ice Motion Vectors and bear locations from 

GPS-collared adult female polar bears (2004−2015)
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ranging from 2.3% greater in November to 8.3%
greater in December. Overall, mean GPS displace-
ment was 5.5% greater than mean bear movement.
Polar bear directionality was greatest in November
(northeast, θ = 53° relative to north, κ = 0.31) and
December (northeast, θ = 56°, κ = 0.28), during which
ice drift was towards the southeast (θ = 153°, κ = 0.62
and θ = 138°, κ = 0.49; Fig. 4). There was lower angu-
lar concentration of polar bear movement in the
remaining months: κ values were ≤0.19 and were not

significant in May−June (Rayleigh’s test: p > 0.006).
Ice drift had higher directionality than polar bear
movement in every month and was lowest in April
(θ = 164°, κ = 0.10). The GLMMs that assessed polar
bear movement speed as a function of ice drift speed
and directionality showed a significant trend of in -
creasing bear speed with increasing ice drift speeds
in all months, except December, March, and July
(Table 3). There was a significant positive relation-
ship between the angular co-directionality of bear
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Fig. 4. Frequency of monthly adult female polar bear (ice-corrected) movement directions (0° = north) calculated from teleme-
try locations and ice drift data (red) and ice drift directions from Polar Pathfinder 25 km EASE-Grid Sea Ice Motion Vectors
(blue; Tschudi et al. 2016) from November to July 2004−2015. Arrow direction corresponds to mean angle of bear movement or
ice drift; arrow length represents angular concentration (κ). Polar bear directions are not shown for May−July, as they were not 

significant (Rayleigh’s tests, p > 0.006)
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movement relative to ice drift (Cθ) and bear move-
ment speed in November, December, and June. The
interaction between ice speed and Cθ was only sig-
nificant in June. All pseudo-R2 estimates were low
(≤0.08) and R estimates were low to moderate
(≤0.24).

3.3.  Inter-annual and inter-individual variability

After removing individuals with insufficient data
for the entire year, we assessed 5302 locations for
39 individuals. Sample size (N; total individuals),
ranged from 0 in 2013 and 2014 to 9 in 2006. In 2011

and 2015, we had a sample size of only
one bear in each year. Total ice drift over
the entire year per individual (ex cluding
2013 and 2014, due to N = 0) ranged from
575−922 km, with a mean of 712 km
(Fig. 5). The annual mean ice drift experi-
enced by all bears (only in cluding years
with ≥3 individuals) ranged from 626 km
in 2006 to 819 km in 2008. Total vector
co-directional movement (Cv) per indi-
vidual ranged from −232 km (i.e. 232 km
counter to ice drift) to 1011 km (i.e. 1011
km in the same direction as ice drift),
with a mean of 310 km. Annual mean Cv

ranged from 110 km in 2005 to 673 km in
2009.

4.  DISCUSSION

We examined sea ice drift in HB in the context of
polar bear ecology. There was no long-term increase
in ice speed over the entire Bay from 1987−2015.
Polar bears did not walk against drift, which indi-
cates that ice drift is unlikely to be a sig nificant factor
in the WH subpopulation decline. However, we ob -
served an in creasing trend of habitat (i.e. drift) vari-
ability along with variability in ice drift conditions
experienced by individuals. This complex spatiotem-
poral variability may have important, yet varied
impacts on individuals. Further, many of our findings
contrast observations in other High Arctic polar bear
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Month                Coefficient                                R2          R
                   Intercept   Ice speed       Cθ      Ice speed × Cθ                        

November     −1.44        0.12***     0.14***        −0.02         0.08       0.23
December      −1.40        0.03           0.07***        −0.01         0.02       0.10
January         −1.69        0.06***     0.02                0.02         0.01       0.16
February       −1.96        0.03***     0.02             −0.04         0.004     0.24
March            −1.76        0.03           0.0001           0.02         0.003     0.20
April              −1.76        0.05**       0.004              0.04         0.008     0.16
May               −1.70        0.07***     0.002              0.03         0.01       0.14
June               −1.76        0.11***     0.06**            0.07**      0.05       0.16
July                −1.96        0.13           0.12                0.06         0.08       0.29

Table 3. Monthly generalized mixed effect models with ice speed, angular
co-directionality (Cθ) of polar bear and ice angles, and an interaction term
as fixed effects and bear movement speed as the response. R2: marginal
pseudo-R2 of the fixed effects; R: repeatability of the random effect (bearID). 

***p < 0.001; ** p < 0.005

Fig. 5. Individual and annual variation in (a) total ice drift experienced and (b) total vector co-directionality (Cv). In (b), positive
values represent movement with ice drift, and negative values represent movement counter to ice. Dashed lined = 0 repre-
sents movement with no net distance with or against drift. In both (a) and (b), drift and movement were calculated over an en-
tire ice season (December−May). Open circles: total/mean for a single individual for an entire year; blue diamonds: mean of all 

individuals within that year
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subpopulations, and therefore suggests intraspecific
and geographic variation in responses to climate
change.

In nearly half of the months examined (January−
April), we observed a long-term negative trend in ice
drift speeds across years (1987−2015), while Novem-
ber, December, May, June, and July had no signifi-
cant trend (Table 1). However, even models with sig-
nificant trends had low effect sizes, which may not be
biologically meaningful. In all months but November,
ice drift was faster with increasing distance from the
HB coastline, which contributes to a spatially vari-
able habitat. Based on varying space-use strategies,
this may lead to inter-individual differences in the
exposure to and consequences of ice drift. We did not
observe this spatial trend in November, likely due to
low spatial coverage and variability during sea ice
formation (Danielson 1971, Saucier et al. 2004).
Despite recent changes in the melt season and ice
concentration throughout the year (Sahanatien &
Derocher 2012, Parkinson 2014, Kowal et al. 2017),
HB ice drift rates have remained somewhat stable,
indicating that the loss of multi-year ice (i.e. in High
Arctic systems) is an im portant factor causing greater
increases in ice speed (Spreen et al. 2011, Kwok et al.
2013, Kwok 2018). These trends in ice drift speed in
conjunction with inter-annual variation indicate that
the effects of ice drift speed may be independent
among years and may not contribute to a long-term
energy deficit in WH bears. However, polar bears
may also be af fected by long-term changes in the
variability of their environment. We observed a sig-
nificant in crease in the CV of sea ice drift speed over
time, which suggests a potential change in the pre-
dictability of their habitat. CV varied by as much as
34.7% be  tween years and there was some evidence
of a cyclic pattern (ob served in Fig. 2). However, our
focus was long-term shifts in environmental condi-
tions due to climate change, as variable habitats have
been linked to decreased population viability and
time to extinction (Inchausti & Halley 2003, Lande et
al. 2003). In this case, sea ice drift variability may be
a risk factor for the declining WH polar bear subpop-
ulation (Regehr et al. 2007, Lunn et al. 2016). Within-
year, there was a trend of decreasing ice drift speeds
and variability throughout the season (November−
July), when we pooled all data from 1987− 2015. Ice
drift was fastest during freeze-up, which is likely due
to thin ice paired with strong external wind forcing in
autumn and early winter (Saucier et al. 2004, Yu et al.
pre print doi: 10.5194/tc-2019-183). Therefore, storm-
driven drift may explain why ice speeds are faster
during freeze-up than in break-up, despite similarly

low ice concentrations (Saucier et al. 2004). Overall,
sea ice drift speed was seasonally, spatially, and an -
nually variable, with decreased habitat predictabil-
ity. Although long-term trends in ice drift speed
would not solely suggest an energetic effect, the lack
of a long-term change indicates that ice drift speed
cannot account for trends of decreased body condi-
tion (Stirling et al. 1999, Stirling & Parkinson 2006),
al though variability may play a role at the annual
and individual levels.

Although temporal trends in ice drift provide im -
portant information on climate change-driven shifts
in the physical structure of polar bear habitats, they
were not directly reflective of energetic conse-
quences. These energetic effects are dependent on
individual and population-level interactions with
abiotic factors. Therefore, we assessed polar bear
movement rates and direction relative to ice drift and
polar bear responses at the scale of the movement
step and at an annual scale. Mean daily movement
rates in WH bears (16.5 km d−1) were higher than
polar bears in the Beaufort Sea (11.74 km d−1; Durner
et al. 2017) and the Chukchi Sea (5.14 km d−1; Durner
et al. 2017). However, polar bear movement rates
were not comparable across all ice drift studies, due
to differences in GPS resolution and methodology
(Mauritzen et al. 2003, Auger-Méthé et al. 2016).
Mean ice drift speeds in WH (3.9 km d−1) were similar
to those in the Beaufort Sea (2.3−4.92 km d−1; Auger-
Méthé et al. 2016, Durner et al. 2017), but were
slower than ice drift rates found in the Chukchi Sea
(4.34−5.96 km d−1; Durner et al. 2017) and Barents
Sea (4.28 km d−1; Mauritzen et al. 2003). However,
Mauritzen et al. (2003) used different ice drift data,
and it is therefore uncertain if ice drift rates are com-
parable to studies using ice motion vectors from the
NSIDC (Auger-Méthé et al. 2016, Durner et al. 2017,
this study). On average, GPS displacement was 5.5%
greater than bear movement, indicating WH polar
bears did not move substantially counter to ice drift.
This is contrary to the Beaufort Sea subpopulation,
where incorporating ice drift positively affected bear
movement rates and home range size (Auger-Méthé
et al. 2016). Bear movement was greatest during
freeze-up, and bears moved approximately perpen-
dicular (predominately northeast) to ice drift (pre-
dominately southeast). During freeze-up, adult fe -
male bears may move >300 km by January as they
disperse throughout the Bay (Parks et al. 2006).
Directional movement to the northeast has been
noted in this subpopulation both on land and on the
sea ice (Ramsay & Andriashek 1986, Parks et al.
2006, Togunov et al. 2017, 2018), and likely reflects
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population-level migration. Due to the circular gyre
in HB, dispersal from shore into the Bay would tend
to be perpendicular to drift on the onset of migration.
Migratory behaviour during freeze-up was sup-
ported by our results of high movement rates and
angular concentration. In November, bear movement
speed increased as ice drift speeds increased, and in
both freeze-up months (November, December), bear
movement was highest when they were moving with
ice drift. This suggests that in this time of directional
movement, bears may be using ice drift to their
advantage to save energy. Ice drift was slower during
winter than freeze-up but exhibited the highest de -
gree of variability among the 3 ice seasons. Bear
movement was generally opposite ice drift, which
could reflect station-keeping, as bears often show
fidelity to areas on the sea ice (Mauritzen et al. 2001,
McCall et al. 2016). However, station-keeping was
not obviously reflected in movements at a 24 h time
interval, as bear movement was not greater when in
opposition to ice drift. Lower angular concentration
of polar bear movements during winter and break-up
may indicate that area-restricted search (i.e. forag-
ing) was prioritized (Stirling & Parkinson 2006,
Togu nov et al. 2017, 2018). It may also reflect higher
inter-individual variation in space-use, contrary to
freeze-up when directional movement from land is
similar throughout the subpopulation (Parks et al.
2006, Cherry et al. 2013, Castro de la Guardia et al.
2017). Further, directional movements during spring
may be masked by increased rates of swimming (Pil-
fold et al. 2017) and fewer locations (collars cannot
transmit while submerged in water). During spring,
WH bears may swim >3 d and >200 km from the
southward re treating pack ice to the west coast of HB
(Saucier et al. 2004, Pilfold et al. 2017). As part of
their migration back to land, these swims are direc-
tional, but locations are not transmitted by the collars
and were therefore not part of our analysis. Bear
movement increased as ice speeds increased in much
of the break-up season. Ice speeds tend to be posi-
tively correlated to wind speeds, and therefore, high
ice speeds may represent unfavourable olfactory for-
aging conditions, at which time bears may prioritize
travelling behaviours or wait for weather conditions
to improve (Harington 1968, Togunov et al. 2017,
2018). The results of the GLMM examining bear
movement rates should be interpreted with caution,
as low effect sizes indicated weak trends. Further,
these results may be influenced by inaccuracies in
the ice drift data used; for example, if modelled ice
speeds tended to be underestimated, it would lead to
underestimating speed of counter-ice movements.

Several studies quantifying the accuracy of satellite-
based sea ice drift suggest that estimates tend to
underestimate drift (Rozman et al. 2011, Schweg-
mann et al. 2011, Johansson & Berg 2016, Durner et
al. 2017, May 2018, but see Hwang 2013, Sumata et
al. 2014, Lavergne 2016). Further, the accuracy of
drift estimates also varied by region, distance to
shore, ice concentration, ice thickness, and time of
year (Suma ta et al. 2015, Mahoney et al. 2019,
Togunov et al. pre print doi:10.5194/tc-2020-26).

The dynamic nature of HB ice drift was reflected in
the variation between years and individuals. Mean
yearly ice drift for all polar bears varied by as much
as 193 km, and mean ice drift per individual varied
by nearly 350 km. This variation was likely due to the
temporally variable nature of HB ice drift, and to indi-
vidual differences in space-use patterns — particularly
regarding distance to coastline, as we found faster
drift farther from land. However, despite this varia-
tion in ice drift, bear movement was generally in the
same direction as drift, which supports the GLMM
results indicating that the bears’ movements are
higher when they are moving with ice drift. How-
ever, 8 bears did have negative vector co-directional
(Cv), ranging from 7−232 km counter to ice, indica-
ting individuals differ in their response to ice drift
and energetic challenges. These findings suggest
that small differences in ice drift exposure and indi-
vidual responses to ice drift can accumulate into
larger differences over an entire season. However,
we were unable to compare years with <3 bears
(2011−2013, 2015), which limits our inferences on
inter-annual variability. In contrast to much of the
Arctic where ice drift rates are increasing (Rampal et
al. 2009, Spreen et al. 2011, Kwok et al. 2013, Durner
et al. 2017), we observed stable or decreasing ice
drift speeds in HB. Although ice drift may not explain
long-term WH subpopulation decline, it may be
important at the individual level and may contribute
to variation in condition and survival.

Although our findings are limited by the accuracy
and precision of the ice drift data, these are the best
estimates available. Further, our analyses used the
same ice drift data used in studies of both the Beau-
fort Sea and Chukchi Sea polar bears (Auger-Méthé
et al. 2016, Durner et al. 2017). Another potential lim-
itation is the mismatch in the spatial resolution of the
data. The bear movement data is spatially continu-
ous, whereas the ice drift data is at a 25 km resolu-
tion. If ice drift heterogeneity is significant at scales
<25 km, interpolated estimates may be spurious. How-
ever, ice drift in HB appears to be relatively homoge-
nous across large spatial scales (>25 km), even dur-
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ing periods of low ice concentrations (Togunov et al.
pre-print doi:10.5194/tc-2020-26, video supplement
available at https://av.tib.eu/media/45186). Therefore,
error due to the mismatched resolution was likely not
significant in our system.

Although sea ice drift in the HB was inter-annually
variable, there was no long-term increase in drift
speeds. Further, none of our results suggested a sub-
stantial amount of bear movement counter to ice
drift, which suggests that WH bears were not sub-
jected to increased energetic demands from ice drift.
This is contrary to other subpopulations (Barents,
Beaufort, and Chukchi Seas) with increased rates of
ice drift (Rampal et al. 2009, Kwok et al. 2013), and
oppositional polar bear movement (Mauritzen et al.
2003, Auger-Méthé et al. 2016, Durner et al. 2017).
Inter-individual and inter-annual variation in ice drift
exposure and response to ice drift may play a role in
intra-population body condition variability, and habi-
tat variability increased over time, which may alter
polar bear movement and navigation. Therefore, our
study highlights the need for subpopulation-specific
risk evaluation, as threats vary geographically. Risk
factors may be largely based on the rate of environ-
mental change, biogeographic relationships, and
subpopulation-specific behaviours, such as move-
ment rates and foraging periods.
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